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T
his report describes the implications of 
digital personhood in all its potential forms—
from the digital proof of the existence of 
and representation for a physical human, to 

the use of digital twins that provide a virtual model 
of a physical object (in this case, a human), to a vir-
tual (or synthetic) person. The report also describes 
the emerging technologies our team examined that 
make up these various forms of personhood and 
the risks that this technology could present for U.S. 
Department of Homeland Security (DHS) missions. 
The material in this report builds on “Western philo-
sophical thought regarding the existential concept of 
‘the self’” and, for the purposes of this report, digital 
personhood.1

In the previous report, we concluded that arti-
ficial intelligence (AI) and other digital technologies 
have fueled AI research and development (R&D) 
and brought the possibilities—and the potential 
dangers—of digital personhood to the forefront. 
These technologies include increasingly available 
data sources, high-performance computing assets, 
semiconductor development and manufacturing, 
robotics, machine learning (ML), natural language 
processing, and generative AI. These technologies 
are enabled by converging technologies such as 
cyber, big data solutions, and the Internet of Things 

(IoT), to name a few. As the AI systems and enabling 
technologies have continued to mature and become 
more powerful, the uses of AI have expanded, the 
technology has become more readily available, 
the number of applications for the technology has 
expanded, and (in some cases) the technology has 
already surpassed human performance—which is 
to say it has achieved artificial general intelligence 
(AGI), albeit in a very limited sense.2 

The concept of personhood has been debated 
for centuries by Western philosophers, yet the 
definition remains open to debate. The World 
Economic Forum (WEF) alludes to the importance 
of the concept of personhood in discussing the 
Fourth Industrial Revolution (FIR), which it calls “a 
new chapter in human development” that is “merg-
ing the physical, digital and biological worlds in 
ways that create both huge promise and potential 
peril,” all while ushering in “a fundamental change 
in the way we live, work and relate to one another.”3 
The WEF further highlights that “even what it 
means to be human” should be reconsidered, 
which would involve examining the legal, ethical, 
and societal meaning of the term personhood. 

In his 2019 book, A Theory of Legal Person-
hood, author Visa A. J. Kurki says that his purpose 
in writing the book was “to provide a new, less 
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confused, and less confusing way of understanding the 
conceptual scheme of legal personhood,” which high-
lights the ambiguity embedded in the terminology.4 As yet 
another example of the debate about personhood, Freya 
Blackmore, writing for the London School of Economics, 
concludes that the question on what “constitutes the self 
has proved to be an unending task rife with disagree-
ment” while later identifying four “theoretical frameworks” 
for defining personhood: (1) a genealogical one that 
posits the sole criterion as “having human DNA”; (2) one 
positing five requirements that define personhood: “con-
sciousness, reasoning, self-motivated activity, capacity to 
communicate, and self-awareness”; (3) a social criterion 
that requires that “others consider them to be a person”; 
and (4) a gradient theory that “considers personhood as 
a continuous rather than binary category,” implying that 
“some individuals have more personhood than others.”5 

U.S. federal law defines a person in 18 U.S.C.  
§ 2510(6) “to mean any individual person as well as natu-
ral and legal entities. It specifically includes United States 
and state agents. According to the legislative history,  
‘(o)nly the governmental units themselves are excluded.’”6 
To further elaborate (and perhaps muddy the waters), 
Black’s Law Dictionary defines a person or someone 
having legal personhood as “any being whom the law 
regards as capable of rights and duties” but further offers 
that a person is “a human being (i.e., natural person), 
though by statute the term may include a firm, labor 
organizations, partnerships, associations, corporations, 
legal representatives, trustees, trustees in bankruptcy, or 
receivers.”7

Identity management technologies (IMTs) constitute 
important tools and capabilities to be considered regard-
ing the establishment of proof of existence, identity, and 
personhood. In delineating U.S. IMT, we considered 
three periods. The first consists of the use of compulsory 
birth certificates (1853), driver’s licenses in Missouri and 
Massachusetts (and later throughout the United States) 
(1903), and Social Security numbers (1935). The second 
period covers the use of early digital IMT, with the first 
digital identities and passwords (1960), the commercial 
internet (1990), development of an identity and access 
management (IAM) stack (2000), managed services for 
IAM (2006), identity as a service cloud (2010), centralized 
identity disruption (2014), decentralized “bring your own” 
IAM (2016), and ledger-based IAM and self-sovereign 
identity (2020). Finally, the third emerging period involves 
full digital government (2028) and quantum computing 
IAM (2030). With the maturing of these IMT systems, 
an important addition has been the use of credential-
ing, which led to the new phrase identity, credential, and 

KEY FINDINGS
 ■ The concept of personhood has been debated 

for centuries by Western philosophers, yet the 
definition remains open to debate. In the United 
States, the term personhood has been used 
inconsistently in the legal field and has often 
been used as a method of control to give and 
take rights. 

 ■ The maturing over the next decade of identity, 
credential, and access management (ICAM) 
technologies and of artificial intelligence—along 
with support of Fourth Industrial Revolution (FIR) 
capabilities (e.g., cyber, big data, and the Internet 
of Things) and tools—provides opportunities and 
challenges regarding the development of digital 
personages that could be created for licit or illicit 
purposes. The technologies will improve, but so 
will the countermeasures. 

 ■ Progress toward achieving and conferring digital 
personhood in nonhuman entities enabled by FIR 
technologies will lead to challenging questions 
about managing the risks of creating what some 
refer to as digital persons. 

 ■ Although FIR technologies are still develop-
ing, legal mechanisms to address them remain 
in the early stages of implementation, and no 
comprehensive legal frameworks are in place. 
Additionally, we assess that resources—funding, 
computing capabilities and facilities, or human 
factors—do not present significant barriers to 
entry for developing and proliferating digital per-
sonhood technology. 

 ■ Securing key data and algorithms that undergird 
these systems will likely remain a challenge and 
become a vulnerability. A future digital person-
hood environment with digital twins and non-
biological intelligences will only exacerbate the 
already challenging issues associated with reg-
istering, issuing, using, and managing ICAM sys-
tems. Additionally, we assess that digital person-
hood control measures are likely to move slowly 
because balancing protections, risk, stakeholder 
prerogatives, and innovation will take time.
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access management (ICAM).8 This continuum of identity 
management and personhood is useful in considering 
how these early mechanisms—which still form the basis 
for establishing personhood in the digital age—were not 
intentionally designed for this purpose and might need to 
be changed in the future.9

Advances in FIR ICAM technologies coupled with 
evolving interpretations of personhood (and digital person-
hood) have the potential to challenge societies, govern-
ments, the private sector, and individuals. Establishing 
digital personhood could present significant risks with the 
incorporation of mature FIR technologies that demonstrate 
AGI—that theoretical point (often called the singularity)10 at 
which AI would have a “human level of cognitive function, 
including the ability to self-teach.”11 This report focuses on 
the legacy and emerging ICAM tools and capabilities that 
will be in use over the next decade. 

For this analysis, we consider four attributes, divided 
into two categories, in assessing the technology: technol-
ogy availability (TAV), which is the first attribute and cat-
egory, and risks and scenarios (RS), which we divided into 
threats, vulnerabilities, and consequences. The risks and 
scenarios considered in this analysis pertain to emerging 
ICAM technologies that support establishing digital per-
sonhood. The RS have been provided by the study spon-
sors from the DHS Science and Technology Directorate 
and the Office of Policy. We compared these four attri-
butes across short, medium, and long terms (Figure 1). 

Technology Description and 
Scenarios for Consideration 
This report, written during the early stages of the FIR, 
focuses on emerging technologies for establishing digital 
personhood. We expect that, as humankind continues 
to learn more about the potential uses and misuses of 
AI, more applications will be discovered, including ICAM 
for establishing personhood. The material in this report 
focuses on a ten-year time horizon, likely long before 
AI would achieve singularity, and the point at which, 
in addition to AI achieving human-level cognition, the 
“technological growth becomes uncontrollable and irre-
versible, resulting in unforeseeable changes to human 
civilization.”12 Furthermore, this report is not intended to 
provide a detailed history, suggest a single authoritative 
(or legal) definition, or capture the many use cases likely 
to be discovered for digital personhood applications, 
either for the benefit or to the detriment of humankind. 

Given the centrality of AI to the FIR and specifi-
cally to digital personhood, we begin with a discussion 
of this scientific and technology field. AI is “a branch of 
computer science devoted to developing data process-
ing systems that perform functions normally associated 
with human intelligence, such as reasoning, learning, 
and self-improvement.”13 No single agreed-on AI tax-
onomy exists because the key technologies, which often 
encompass several different fields, have each developed 

FIGURE 1
Risk Assessment for Digital Personhood

Short term (up to 3 years)

Medium term (3–5 years)

Long term (5–10 years)

NOTE: The emerging technology risk assessment scale: 0 to <2 = low impact or not likely feasible, 2 to <4 = moderate impact or possible, 
and 4 to 5 = high impact or likely feasible. 
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specific taxonomies for AI technologies. At a more granu-
lar level, supporting tools—some might say supporting 
AI technologies—include large language models, neural 
networks, supervised and unsupervised training, natu-
ral language processing, and computational linguistics. 
Other enabling and converging FIR technologies—such 
as cyber, big data, and the IoT, to name a few—have also 
become inextricably linked to AI R&D. These lists and 
the components that directly relate to and support AI are 
likely to expand as use cases continue to be identified, 
AI technologies continue to evolve, and operational AI-
systems are fielded.

It is useful to delineate three AI categories when 
assessing AI maturity. The global Millennium Project 
describes the three categories as follows: “Artificial 
narrow intelligence is often better and faster than humans 
in, for example, driving trucks, playing games, and medi-
cal diagnostics. Artificial general intelligence is hypotheti-
cal ability of an intelligent agent to understand or learn 
any intellectual task that a human being can. Artificial 
super intelligence sets its own goals independent of 
human awareness and understanding.”14 Today, only 
artificial narrow intelligence has been seen, with some 
experts arguing that several individual applications have 
demonstrated early AGI-like capabilities.15 The RS evalu-
ation focused on the three areas discussed previously: 
threats, vulnerabilities, and consequences.

Methodology
The Homeland Security Operational Analysis Center 
(HSOAC) team developed a framework for assessing 
the risks of emerging technologies. The assessment 
consisted of an evaluation of the TAV and potential RS for 
which a technology could be used. The TAV evaluation 
focused on five areas: science and technology maturity; 
use cases, demand, and market forces; resources com-
mitted; policy, legal, ethical, and regulatory impediments; 
and technology accessibility.16

The ratings for the TAV and RS categories ranged from 
1 to 5, where 1 corresponds to many challenges and 5 to 
very few, if any, challenges. The five technology availability 
areas were averaged and used in the emerging technol-
ogy risk assessment. To allow for comparisons between 
different emerging technologies in assessing conse-
quences, we rated impacts according to likely affected 
level (national, regional, or local), potential mortality and 
morbidity, and likely economic and societal disruption. By 
averaging the threats, vulnerabilities, consequences, and 
TAV average calculated previously, an emerging technol-

ogy risk could be assessed as low (0 to <2), moderate (2 
to <4), or high (4–5). 

These assessments were repeated for three periods: 
short term (up to three years), medium term (three to five 
years), and long term (five to ten years). This allowed the 
study team to assess individually and collectively how the 
TAV and RS would be affected over time. The assessment 
considered how the threats, vulnerabilities, and conse-
quences evolved and whether preparedness, mitigations, 
and response activities had been undertaken that could 
reduce the risk. 

The Technology Availability 
Assessment 
The TAV assessment is conducted without regard to spe-
cific risks or scenarios. Those factors will be considered 
in the RS assessment section of this analysis. This is done 
to isolate the effects of the changes in technology over 
the ten-year time frame. 

For this TAV assessment, we use the following definition 
for digital personhood but note that many of the concepts 
are continuing to evolve in this emerging field of study:

Digital persona is a part of the individual identity 

that has been extended into the online sphere to 

which corresponds a digital unconscious structur-

ing a digitally divided self. It has personal, social, 

institutional, legal, scientific and technological 

aspects that have to be reconsidered to allow 

for new ways of understanding and managing 

identity. However, the fragmentation of scientific 

analysis fails to explain what happens to the digi-

tal personae in an interdisciplinary way. This is 

reflected by the current lack of comprehensive 

framework, the tendency to develop fragmentary 

management tools and gaps in legal frameworks.17 

For our purposes, we identified three categories for 
analysis: the digital ICAM for a physical human, the use of 
digital twins that provide a virtual model of a physical object 
(in this case a human), and a virtual (or synthetic) person.

Several considerations provide an interesting point 
of departure in this report’s discussion of digital person-
hood. First, the many technologies that make up AI and 
ICAM capabilities and tools mature along different time 
scales, making it challenging to identify an exact tech-
nology readiness level for ICAM, AI, or FIR tools and 
capabilities. As a result, a more productive approach in 
examining these technologies’ availability is to associate 
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the readiness levels of the individual technologies with the 
use cases that are likely to be developed. Second, the 
potential of FIR technologies (particularly AI) to become 
“uncontrollable and irreversible, resulting in unforeseeable 
changes to human civilization,”18 implies that consider-
ation of the development of the technologies and of the 
associated guardrails should be done simultaneously to 
ensure that this runaway condition does not occur. Third, 
developers, users, and even society should expect that 
ICAM, AI, and supporting FIR (e.g., data science, the 
cyber domain, and the IoT) capabilities and tools will have 
unforeseen vulnerabilities. We assess that these effects 
will be cumulative and will require continual scrutiny to 
mitigate potential vulnerabilities associated with digital 
personhood uses. Fourth, the proliferation of open-source 
software, publicly usable closed-source models, ease 
of use of the technology, and the ability of nontechnical 
people to modify and even generate new capabilities will 
result in the proliferation of digital personhood applica-
tions for an increasingly wide variety of licit and illicit 
purposes. 

Science and Technology Maturity
This section focuses on the scientific and technologi-
cal maturity of the digital personhood–related ICAM, AI, 
and supporting FIR capabilities and tools over the next 
decade. In doing so, the temptation could be to provide 
lists of current and next-generation authentication meth-
ods and consider their effects on digital personhood 
trends; however, that would fail to identify the dramatic 
changes in context that accompany these two lists. 
These changes will entail the changing policies, permis-
sions, and protocols that undergird managed access and 
will allow for digital personhood to proliferate. (More on 
the changing context will be discussed in the “Use Case, 
Demand, and Market Forces” section.) 

ICAM technologies involve use of documents 
(e.g., birth certificates and Social Security numbers) 
and passwords with augmentation from biometrics, 
hardware tokens, and multi-factor authentication. 
As highlighted previously, the very early personhood 
documents were “not intentionally designed” for digital 
purposes and therefore present challenges for use in 
digital personhood systems.19 Despite this concern, the 
next-generation list would likely continue to rely on those 
early documents and build on technologies that are in 
use while adding behavioral biometrics, mobile authen-
tication, and zero-trust architecture in the short term.20 
According to one industry source that specializes in 
identity verification, within the ten-year horizon, emerg-

ing ICAM technology would likely incorporate full digital 
government (2028) and quantum computing IAM (2030) 
solutions.21 We assess that digital personhood applica-
tions would seek to incorporate increasing digital identity 
capabilities, privacy-enhancing technologies, and trust 
and safety concepts.22 

AI and FIR technologies will be foundational for 
developing digital personhood capabilities. Over the past 
decade, the science and technology of AI have rapidly 
improved, providing the “capabilities and accessibility 
of generative AI that can use training data to generate 
content in the forms of text, images, audio, and videos.”23 
These are many of the same tools that would be useful 
in creating digital persons. Applications include the use 
of generative AI in art, journalism, education, acting, 
politics, and even science, to name just a few. As an 
example, OpenAI’s Sora “can create realistic and imagi-
native scenes from text instructions.”24 Although the visual 
output Sora displays often has anomalies, the high-quality 
images it creates are a harbinger of what is to come and 
how quickly the technology is maturing. 

The FIR enabling and converging technologies (e.g., 
cyber, big data, and the IoT) are also maturing rapidly and 
contribute to expanding potential for digital personhood 
applications. These technologies often contribute to the 
development and proliferation of “realistic AI-generated 
fake content . . . by facilitating the dissemination of dis-
information to a targeted audience and at scale by mali-

ICAM technologies 
involve use of 
documents (e.g., birth 
certificates and Social 
Security numbers) 
and passwords with 
augmentation from 
biometrics, hardware 
tokens, and multi-factor 
authentication.
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cious stakeholders” through use of the IoT and web appli-
cations.25 Such fake content can include digital persons, 
either portraying synthetic persons or actual persons’ 
content that has been modified.

To demonstrate the rapid maturing of AI and FIR 
technologies and their potential use for digital person-
hood, ContextualAI assesses that handwriting analysis, 
speech recognition, image recognition, reading com-
prehension, and language understanding have all sur-
passed human performance while other tasks—such 
as common-sense completion, grade-school math, 
and code generation—have achieved approximately 
85–98 percent of human performance.26 Those that have 
already exceeded human performance could be said to 
have achieved an AGI-like capability in a single activity or 
field. In highlighting the progress that has been made and 
concerns about this proliferation, CNET’s “AI Misinforma-
tion: How It Works and Ways to Spot It” begins with an 
ominous assessment: “Determining what’s real online is 
getting more difficult as AI and deepfakes spread across 
social media platforms.”27 

Supporting digital technologies and the continued 
transformation of the World Wide Web to Web 3.0 will 
contribute to advances in and proliferation of digital per-
sonhood applications and concerns.28 Recalling the trans-
formation of the web is instructive in looking to the future. 
Web 1.0 provided “static, read-only” access for interfacing 
with content through “web browsers, HTML, HTTP and 
URL technology.”29 Web 2.0 allowed users to have “read-
write interface . . . driven by mobile, social networks and 
cloud technology,” on which data were highly centralized, 
with a “small group of big tech companies like Meta (pre-
viously Facebook), YouTube and Twitter [now X]” control-
ling the data.30 In this version of the web, the interactions 
were optimized for human users. Web 3.0’s  
innovation comes from the “digitization of assets via 
tokenization” and such key features as the semantic web, 
more-powerful AI, enhanced 3D graphics, new levels 
of connectivity, ubiquity through the proliferation of IoT 
devices, blockchain to protect and encrypt data, decen-
tralization of data with peer-to-peer connectivity, and 
edge computing for data and apps across a variety of 
digital platforms.31 The semantic web capability, in partic-
ular, sets the conditions for Web 3.0 that will be optimized 
for machine-to-machine communication by “[improving] 
the abilities of web technologies to generate, share and 
connect content through search and analysis by under-
standing the meaning of words rather than by keywords 
or numbers.”32 These supporting technologies would also 
have benefits for digital personhood applications. For 
example, Web 3.0 and the supporting technologies could 

create “a more open, secure, and user-centric internet 
experience” and facilitate “blockchain technology, decen-
tralized protocols, and the principles of decentralization.”33

Earlier, the concern was introduced about the how 
the risks associated with digital personhood technology 
would be cumulative. These ICAM, AI, and FIR capabili-
ties and tools have risks associated with their use both 
individually and collectively. Although these risks will be 
discussed more comprehensively in the “Risks and Sce-
narios” section, the reader should bear in mind that the 
ICAM, AI, and FIR technologies should be subjected to 
validation and verification (V&V) to ensure the fidelity of the 
systems, models, and products. For example, the data 
sets, code, and algorithms used to develop and train AI 
applications should be subjected to V&V. Checks should 
be conducted prior to deployment of digital personhood 
systems—for AI systems, the U.S. Department of Defense 
identified that the systems adhere to five ethical princi-
ples: They must be responsible, equitable, traceable, reli-
able, and governable.34 These types of V&V assessments 
are essential through the life cycle of the deployed digital 
personhood tools beginning with the initial deployment. 

The maturing of ICAM, AI, and supporting FIR capa-
bilities and tools over the next decade provide opportuni-
ties and challenges for the development of digital person-
ages that could be created for licit or illicit purposes. It 
also signifies progress toward achieving and conferring 
digital personhood in nonhuman entities, which leads to 
challenging questions about managing the risks of creat-
ing digital persons. These will be addressed in the TAV 
discussion in the “Policy, Legal, Ethical, and Regulatory 
Impediments” section.

Use Case, Demand, and Market Forces
The use cases, demand for technologies, and market 
forces will likely contribute to the growing proliferation of 
digital personhood applications. We assess that these 
demand forces—which will be embedded in the policies, 
permissions, and protocols that undergird future man-
aged access—will allow digital personhood applications 
to proliferate. Today such applications include video game 
avatars, but future uses could encompass “a new era of 
digital twins to design, simulate, operate, and optimize 
their products and production facilities.”35 The synergy 
among these use cases; demand for the technologies 
and market forces; and the ICAM, AI, and supporting 
FIR capabilities and tools will contribute to rapid and 
wide adoption of digital personhood technology. As new 
technologies mature, additional use cases and greater 
demand will likely result. 
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In looking to this digital personhood future, one 
account describes digital access as needing to be 
all-encompassing and dynamic to allow for manag-
ing access to the “entitlement level,” “fueled by AI/ML,” 
with “access granted on an as-needed or ‘just in time’ 
basis.”36 In this new environment, permissions should be 
“driven by policy—not roles—to determine if and when 
access is granted, to what degree, and within what 
time frame. . . . [E]nterprises need the ability to create a 
dynamic trust model that is context aware, with policy as 
the blueprint” and the ability to “manage and secure their 
identities at any speed, at any scale.”37

One industry expert summarizes the transformation 
as follows: 

True “next-gen” identity security represents a 

seismic shift in the way organizations think about 

identities. Employee identities are no longer front 

and center, flanked instead by third-party users, 

smart devices, cloud applications, automated soft-

ware, and dozens of other human and nonhuman 

identities.38 

This new approach to identity management and ulti-
mately to establishment of digital personhood should also 
be robust enough to handle nonhuman identities such as 
bots, databases, and applications that could also achieve 
digital personhood status, and the approach will leverage 
AI and ML. Some challenges associated with implement-
ing systems that could handle supporting activities for 
digital personhood would involve integrating with existing 
or legacy systems, developing new architectures for man-
aging data silos and fragmentation, and establishing new 
user adoption requirements.39 

Some of the capabilities and tools already exist but 
would likely require updates to handle digital personhood 
issues more effectively. For example, the Cybersecurity 
and Infrastructure Security Agency is the proponent for 
the “Continuous Diagnostics and Mitigation (CDM) Pro-
gram [which] provides a dynamic approach to fortifying 
the cybersecurity of government networks and systems” 
and “[delivers] cybersecurity tools, integration services, 
and dashboards that help participating agencies improve 
their security posture.”40 CDM works by “[confirming] 
potential risks, [alerting] affected agencies, and actively 
[tracking] mitigation.”41 The “CDM Program Overview” 
advertises that it provides “Identity and Access Man-
agement,” which “[m]anages account/access/managed 
privileges (PRIV), trust determination for people granted 
access (TRUST), credentials and authentication (CRED), 
and security related training (BEHAVE).”42 

As a result of these growing use cases, we assess 
that proof of personhood will take on greater impor-
tance and receive increased scrutiny as weightier issues 
allow and employ digital personhood identities for ICAM. 
Answering such questions as (1) “Who are you?” (for 
digital identity verification); (2) “Are you who you say you 
are?” (for digital authentication); and (3) “Are you human 
and unique?” (for establishing proof of personhood) will 
be essential in a digital personhood zero-trust system.43 
These questions will need to be addressed by continually 
employing ICAM, AI, and other FIR tools and capabilities 
in real time, especially given the likely changes to digital 
personhood concepts and use cases. 

Some future benefits—if proof of personhood by 
employing one’s digital identity could be established—
might be preventing identity theft, improving digital secu-
rity, and improving internet interactions. Some potential 
future use cases could involve voting, finance, and 
government—again, assuming that proof of personhood 
could be established. Despite the potential benefits, chal-
lenges could be faced in establishing proof of person-
hood on a global scale and in ensuring the security and 
privacy of personhood systems.44

This new approach to 
identity management 
and ultimately to 
establishment of digital 
personhood should 
also be robust enough 
to handle nonhuman 
identities such as 
bots, databases, and 
applications that could 
also achieve digital 
personhood status.
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Resources Committed
AI presents an interesting dichotomy between the cost 
to develop and the cost to use the technology; this same 
dichotomy pertains to digital personhood. We assess 
that generative AI (which is a core technology in devel-
oping digital personhood capabilities and tools) has 
become ubiquitous and will continue to become more 
powerful as the FIR technologies mature.45 We further 
assess that these trends are likely to continue. As a 
result, resources—funding, computing capabilities, facili-
ties, and human factors—do not present significant bar-
riers to entry for the developing and proliferating digital 
personhood technology.

In assessing the potential for the addressable market, 
Forbes offers, “Globally, businesses across every sector 
and industry imaginable are striving to digitize their busi-
ness; that is where companies in the digital identity space 
stand to benefit from the strong demand requiring digital 
transformation in operations.”46 The article highlights 
the drivers of the digital identity market as saving costs, 
removing friction, and “meeting ever-increasing data pri-
vacy regulations and security requirements.”47 The Forbes 
article further identifies key market subsectors that will 
be important in understanding market valuation: “biomet-
rics, encryption technologies, payment wallets and self-
sovereign identity.”48 

Specific ICAM technologies and supporting FIR 
technologies also represent a large market, but attempt-
ing to parse it into the specific funding associated with 
digital personhood is not possible given the ubiquity and 
lack of precision that would come from trying to allocate 
these digital capabilities into a single area, such as digi-
tal personhood. Even attempting to identify the myriad 
use cases to assess the total addressable market for 
digital personhood is extremely complex and fraught 
with uncertainty. Obvious uses would be in customer 
service, health care, education, and entertainment, but 
this short list does not address how the technology 
could be used in a far wider variety of applications—
such as voting, finance, and government—that rely on 
surety in establishing personhood. Such a list also does 
not account for the wide variety and potential numbers 
of use cases from purely digital persons (i.e., nonhu-
man intelligences or synthetic persons), depending 
on changes in legal status or growth in opportunities 
through regulatory changes. These possible changes 
are addressed in the next section.

Policy, Legal, Ethical, and Regulatory 
Impediments
In considering policy, legal, ethical, and regulatory impedi-
ments (or laws, guidance, directives, etc.), an important 
point of departure is recognition that little direct discus-
sion of digital personhood exists in many of the govern-
ment and academic writings. An important reason for 
this omission is that digital personhood capabilities and 
tools are made up of numerous converging ICAM, AI, and 
other FIR technologies. The result is that recent executive 
orders and policies often relate to digital personhood but 
do not directly address the topic. 

For example, recent policy documents have 
described the growing global and national concerns 
about AI and recommendations for managing the tech-
nology. Executive Order (EO) 13859 in February 2019 
directed federal agencies to ensure that the nation 
maintains its leadership position in AI; 49 the previously 
cited U.S. Department of Defense document from Feb-
ruary 2020 lists five ethical principles to be considered 
in AI development and use;50 EO 13960 in December 
2020 directed federal agencies to inventory their AI use 
cases and share their inventories with other govern-
ment agencies and the public;51 and the January 2023 
“voluntary use” National Institute of Standards and 
Technology (NIST) AI Risk Management Framework (AI 
RMF) issued a call “to improve the ability to incorporate 
trustworthiness considerations into the design, develop-
ment, use, and evaluation of AI products, services, and 
systems.”52 In October 2023, President Joe Biden issued 
EO 14110 titled “Safe, Secure, and Trustworthy Artifi-
cial Intelligence.”53 A draft NIST report from April 2024 
“examines the existing standards, tools, methods, and 
practices, as well as the potential development of further 
science-backed standards and techniques,” for authen-
ticating synthetic content, such as “images, text, audio, 
videos, as well as multimodal content,” which have 
applicability to digital personhood applications  
and concerns.54

Likewise, the international community has expressed 
concerns about policy, legal, ethical, and regulatory 
issues regarding a variety of FIR technologies but has 
not directly addressed digital personhood with the same 
comprehensiveness. For example, the United Nations has 
been examining FIR technologies, most notably on AI and 
data privacy.55 The European Union is arguably the most 
progressive governing body in developing policy, legal, 
ethical, and regulatory measures regarding AI, given its 
2018 general data protection regulation and recent pro-
posed European law on AI.56 
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Even existing legislation pertains to only a part of 
the digital personhood issue. For example, the Senate 
Committee on Homeland Security and Governmental 
Affairs drafted the Improving Digital Identity Act of 2023 
“to recommend secure methods and coordinate efforts 
for digital identity verification” and to call for establishing 
“a task force within the Executive Office of the President 
to coordinate a government-wide effort for promoting 
digital identity credentials (e.g., electronic driver’s licenses 
and birth certificates) for use in the public and private 
sectors.”57 Specifically, the legislation addresses digital 
verification of humans but does not address the status of 
digital twins or nonhuman persons—an issue that will be 
important to address in the future. 

The legal status of nonhuman persons is an issue 
of such importance that it will encompass the remainder 
of the discussion in this section. Worldcoin, a for-profit 
cryptocurrency company, identified two potential con-
cerns that relate to digital personhood: (1) “[p]rotecting 
against sybil attacks, or online attacks from multiple 
pseudonymous identities generated by a single attacker” 
and (2) “[p]reventing the dissemination of realistic, AI-
generated content intended to deceive or spread disin-
formation at scale.”58 A third set of concerns relates to 
legal rights that could be afforded to nonhumans. This 
concern will become more pressing should the point of 
sentience be reached through achieving AGI in cases 
for which nonbiological intelligences (NBIs) have “human 
mental capacities.”59 As the author of a Minnesota 
Journal of Law, Science & Technology article argues, 
“Protection of NBIs, equivalent to protection of human 
research subjects, should be preemptively implemented 
to prevent injustice and potential grave harm to them.”60 

The history of personhood in the United States can 
be traced to the Constitution and Bill of Rights. The 1787 
“‘3/5ths compromise’ extended personhood to 3/5ths 
of the enslaved population.”61 Such court decisions as 
the 1886 one in Santa Clara County v. Southern Pacific 
Railroad expanded personhood further, “[declaring] that 
the protections of the 14th Amendment covered both 
corporations and ‘natural persons,’ giving birth to the 
notion of ‘corporate personhood.’”62 Over time, the allow-
ances have been expanded:  “As early as 1906, and then 
again in 1978, the Supreme Court held that corporations 
were entitled to assert Fourth Amendment rights against 
the warrantless search of commercial premises. And in 
2010, the Court also made it clear that corporations even 
have rights under the First Amendment. . . . In 2014, the 
Supreme Court held that corporations also have the right 
to the free exercise of religion,” essentially providing a 
form of digital personhood to nonhumans.63

A 2024 Yale Law Journal article highlights that the 
U.S. history of this term personhood has been “mutable” 
and “a powerful tool that humans have used as a lever 
to control the giving and taking of legal rights. But 
even within the definition of who or what constitutes a 
‘person,’ there are gradations.” The article further warns 
that “[w]hen human society is confronted with sentient 
AI, we will need to decide whether it has any legal status 
at all.”64 

Taking this to a logical conclusion, one legal expert 
warns that such issues as labor rights, ethics, and invol-
untary servitude or slavery will all need to be considered 
as sentient AI becomes a reality.65 Another issue to be 
confronted is “when certain AI no longer resides in a 
single place [and] it will be ‘distributed,’”66 which will 
lead to various use cases across the globe (and per-
haps even within different U.S. states), likely employing 
different definitions of personhood, operating simultane-
ously within and across different nations (and in differ-
ent U.S. states).

Understanding such corporate loopholes is instruc-
tive for demonstrating both how establishing corporate 
personhood has been done and how readily such per-
sonhood could be done in the future. One legal scholar 
describes the process: 

Giving AIs rights similar to humans involves a 

technical lawyerly maneuver. It starts with one 

person setting up two limited liability companies 

The international 
community has 
expressed concerns 
about policy, legal, 
ethical, and regulatory 
issues regarding 
a variety of FIR 
technologies but has 
not directly addressed 
digital personhood.
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[LLCs] and turning over control of each company 

to a separate autonomous or artificially intelligent 

system. Then the person would add each com-

pany as a member of the other LLC. In the last 

step, the person would withdraw from both LLCs, 

leaving each LLC—a corporate entity with legal 

personhood—governed only by the other’s AI 

system.67 

As Hon. Katherine B. Forrest (fmr.) mentions in a Yale 
Law Journal article, “The evolution of corporate legal per-
sonhood has taught us that when humans find it useful to 
bestow rights, a lack of human-like sentience or human-
type awareness is not a precondition.”68

In framing the issue, several scenarios come to mind. 
First, there is the question of what happens when an AI-
enabled entity—“acting independent from a human—itself 
causes harm.”69 Where should the challenge (and the 
responsibility) lie? Asked another way, “[W]ho is the agent 
with regard to a particular action: AI or its designer, coder, 
licensor, or licensee?”70 These are no longer hypotheti-
cal questions; “there are already cases in which courts 
are asked to allocate responsibility for harm caused by 
AI tools—for instance, tools that harm humans, facili-
tate forms of discrimination, violate due process, or are 
alleged to be instrumentalities of price fixing.”71 Model drift 
could also occur if the AI is used outside its original pur-
pose and a harm occurs.72

These questions would become more complex 
should someone (either a human or digital AI-enabled 
entity) modify the code (or the underlying logic based on 
new data inputs), which could easily occur if the AI were 
permitted to conducted unsupervised learning. In such 
a case, “[i]f the AI tool is considered a legal agent of the 
entity, this entity would typically bear responsibility under 
agency principles.”73 However, given the myriad systems 
that interact in digital personhood capabilities and tools, 
establishing causality with legal certainty might not be 
possible. All this is to say that each of these questions will 
depend on the facts of the case—which might not be fully 
understood if they involve ICAM, AI, and other FIR capa-
bilities and tools. As Forrest offers, “Humans are, in effect, 
creating tools that have a toxic-tort-like potential to enter 
the world and do damage in ways that we cannot yet 
imagine or understand, but for which our act of creation 
confers personal responsibility.”74 

This highlights the breakneck speed with which gov-
ernments, the private sector, society, and individuals are 
embracing these new digital personhood capabilities and 
tools, many before they have had proper validation and 
verification. The early ChatGPT 4 rollout in March 2023 

provides clear warning of the challenges of rolling out 
untested (or at least not properly tested) large language 
models. The initial rollout highlighted that there were 
accuracy and consistency problems, forcing developers 
to quickly make changes to respond to the issues. We 
assess that this cycle—development, deployment, identi-
fication of shortcomings and other areas of potential use, 
and rapid updating of AI systems—will likely be a feature 
of many FIR technologies, including ICAM and AI. 

The American Bar Association summarizes the state 
of policy, legal, ethical, and regulatory measures regard-
ing FIR technology in the United States as “still in [the] 
early stages” and having “no comprehensive federal 
legislation dedicated solely to AI regulation.” The organi-
zation notes, however, that “there are existing laws and 
regulations that touch upon certain aspects of AI, such 
as privacy, security and anti-discrimination.”75 Congress 
has also begun to deliberate on AI issues; however, these 
efforts remain in the early stages with concrete measures 
likely to come well in the future. Given the state of FIR 
technologies (such as AI and cyber legislation and social 
media deliberations), we assess that digital personhood 
control measures are likely to move slowly because bal-
ancing protections, risk, stakeholder prerogatives, and 
innovation will take time. 

Industry has also talked about the need for FIR 
technology governance in several key areas (including 
AI, cybersecurity, big data, and the IoT), highlighting the 
need for assistance in development of laws, policies, and 
regulations. Despite these calls for moderation and gover-
nance, R&D continues, and new capabilities are unveiled 
at a rapid pace as new technologies continue to mature. 
It is noteworthy that other industries have established 
policies, regulations, standards, norms, and ethics, either 
nationally or internationally.76 For example, export controls 
serve to restrict the proliferation of key technologies. But 
many ICAM, AI, and other FIR technologies—which would 
be essential for digital personhood applications—are 
already available for public use, so export controls might 
have little practical effect. As a result, we assess that, 
despite all the attempts to manage and control the pro-
liferation of digital personhood FIR technology, there are 
still relatively few impediments that would hinder further 
development of these systems. 

In concluding this section, it is worth highlighting that 
although the policy, ethical, and regulatory challenges are 
of great importance, the remedies for breaches in these 
areas generally come from legal enforcement mecha-
nisms. More on these topics will be addressed in the 
“Risk Assessment” section.
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Technology Accessibility
Regarding technology accessibility, we assess that FIR 
technologies that would be useful for licit or illicit digital 
personhood applications have become increasingly avail-
able and accessible to the public. With the unveiling of 
ChatGPT 4 in March 2023, awareness of generative AI 
models has increased dramatically, and a competition 
between platforms has arisen. Many companies and 
developers are offering free availability for trials or for 
limited uses.77 Despite sometimes generating results that 
incorporate bias, stereotypes, hallucinations, and false 
information into generated outputs, a steady increase in 
generative AI capabilities is occurring, and developers are 
continuing to refine models, reduce these occurrences, 
and release updated models.78

Arati Prabhakar’s 2023 speech at the Carnegie 
Endowment illustrates the meteoric increase in avail-
ability and decreasing costs associated with genera-
tive AI. In less than a year, the state of play went from 
technology costing companies more than $100 million 
to develop, to companies being able to develop models 
that were even more powerful for under $1 million, to 
narrow models being customizable based on open-
source code for the cost of “a few hours of effort on 
commonly available hardware that is off the shelf that’s 
$100—not $100 million, but $100.”79 

We assess that it is unlikely that average citi-
zens would be able to develop the next generation of 
advanced AI technology, given the needs for sophisti-
cated semiconductors and high-performance comput-
ing, as well as the volumes of data that would be needed 
in conducting supervised and unsupervised training.80 
However, access to these technologies is no longer 
required given the open-source software capabilities 
that are already available.

Finally, we assess that digital personhood capabili-
ties and tools in ICAM, AI, and other FIR technologies 
(including the skills to operate commercial applications) 
are proliferating rapidly. The technology for developing 
digital personhood capabilities continues to mature and  
be available to the public in open-source voice and video 
generators, which have already been used in making 
convincing deepfakes and are continuing to become both 
more efficient and effective at making deepfakes that are 
harder to identify.81 

Overall Technology Availability
Digital personhood capabilities and tools in ICAM, AI, and 
other FIR technologies will continue to become integrated 

across new markets and use cases, leading to increased 
TAV, especially for publicly available applications such as 
those used in generating false information. We assess 
that technologies will be converging and self-reinforcing, 
increasing the speed of development of digital person-
hood technologies with even greater capabilities, more 
sophistication, and increased accuracy. Once these AI 
systems are in use, problematic changes to their inputs—
through supervised training with erroneous data or unsu-
pervised training, which also makes traceability more 
challenging—are also likely to continue increasing. 

In evaluating the individual TAV categories, we 
assess that science and technology maturity as 
measured by the deployment of these ICAM, AI, and 
other FIR technologies are already high and should 
be expected to increase. Despite the relative maturity 
of the technologies, we expect that, as new capabili-
ties are made available, the development, deployment, 
and update cycle discussed previously will continue to 
speed up in the rush to move new systems and capabili-

It is unlikely that average 
citizens would be able 
to develop the next 
generation of advanced 
AI technology, given the 
needs for sophisticated 
semiconductors and 
high-performance 
computing, as well as 
the volumes of data that 
would be needed in 
conducting supervised 
and unsupervised 
training.
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ties to market. Despite the convergence and synergy 
of the FIR technologies, we assess that AI will be the 
pacing technology for digital personhood technology 
maturity. As digital personhood applications continue 
to be employed, additional use cases, demand, and 
market forces will be identified, and the technology will 
become more readily available over the ten-year time 
frame under study. New digital personhood applica-
tions are likely to be identified for use in more sectors 
and applications. ICAM technology protections will 
likely become more prevalent to better secure support-
ing hardware, software, algorithms, and data. In terms 
of both science and technology maturity and use 
cases, demand, and market forces, we assess that 
the ChatGPT 4 experience will be repeated with other 
breakthroughs in the FIR technologies, including those 
important for digital personhood applications. This will 
create a constant need to update not only tools and 
capabilities but also countermeasures to improve system 
security, performance, and functionality. 

We assess that the resource dichotomy will remain. 
Although developing the initial complex technologies will 
be outside the capability of most users who might seek 
to use many of the FIR technologies, the low cost for use 
of the technology will make it available for a variety of licit 
and illicit purposes. Furthermore, modifying open-source 
software generative AI code or producing false informa-
tion from publicly available models will be well within 
the reach of nefarious actors, requiring relatively few 
resources in terms of dollars or time. 

Policy, legal, ethical, and regulatory impedi-
ments will not present significant barriers to the employ-
ment of digital personhood technologies. Much of the 
work to date has been to establish guardrails using 
policy, legal, ethical, and regulatory approaches that 
have focused on the individual FIR technologies. These 

guardrails are important, but they will not be sufficient 
to address the likely future digital personhood issues. 
While we assess that the policy, ethical, and regula-
tory challenges are of great importance, the remedies 
for breaches in these areas generally come from legal 
enforcement mechanisms. Thus, the legal advances in 
digital personhood will be imperative and might need to 
take precedence. Given the ratings for the other four ele-
ments of T

AV, we assess the final category of technology 
accessibility is high and will remain so through the end 
of the ten-year period under consideration. 

Table 1 provides an assessment for the potential for 
AI technology availability in the short term, medium term, 
and long term. To reiterate, this TAV assessment does 
not necessarily indicate that the technology will be used 
for illicit purposes—this will be considered in the RS sec-
tion. However, it does indicate that TAV barriers have been 
considerably lowered, and the potential for employing 
ICAM, AI, and FIR capabilities and tools for illicit purposes 
is growing. 

The Risk Assessment
Our risk assessment focuses on the threats, vulnerabili-
ties, and consequences of illicit uses of digital person-
hood technologies. As highlighted earlier, AI is one of the 
drivers of this technology, particularly the use of genera-
tive AI for creating and disseminating false information 
(including digital persons).82 Our analysis builds on the 
previous TAV section, which concluded with the obser-
vation that ICAM, AI, and other FIR technologies have 
reached a level of maturity at which they are ubiquitous 
and used frequently for a variety of licit and illicit purposes 
but are also far from reaching full maturity—which, for AI, 
could be considered achieving AGI. We expect that this 

TABLE 1

Technology Availability  for Digital Personhood

Scenario

Science and 
Technology 

Maturity

Use Cases, 
Demand, and 
Market Forces

Resources 
Committed

Policy, Legal,  
Ethical, and Regulatory 

Impediments
Technology 
Accessibility TAV Average

Short term 
(up to three years)

4.0 4.0 4.0 5.0 5.0 4.4

Medium term 
(three to five years) 

4.5 4.5 4.5 4.5 5.0 4.6

Long term 
(five to ten years)

5.0 5.0 5.0 4.5 5.0 4.9

NOTE: The emerging technology risk assessment scale is 0 to <2 = low impact or not likely feasible, 2 to <4 = moderate impact or possible, and 4 to  
5 = high impact or likely feasible.
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level of maturity would not occur during the study window 
under consideration.

Technological advances coupled with evolving inter-
pretations of personhood (and digital personhood) have 
the potential to challenge societies, international and 
national governments, the private sector, and individuals. 
With the incorporation of mature FIR technologies that 
demonstrate AGI—that theoretical point (often called the 
singularity)83 at which the AI would have a “human level of 
cognitive function, including the ability to self-teach”84—
digital personhood issues could present significant risks. 
That level of technological maturity is very unlikely to 
occur during the ten-year period of the study. 

In assessing the risks, it should be stressed that 
this assessment does not represent a comprehensive 
discussion of all the potential risks associated with digital 
personhood. Rather, for each of the three areas—threats, 
vulnerabilities, and consequences—key issues and poten-
tial mitigations are highlighted. 

Threat
Digital personhood applications—from the digital identity 
for a physical human, to the use of digital twins that provide 
a virtual model of a physical object (in this case, a human), 
to a virtual (or synthetic) person—will present threats to 
ICAM applications. The threats could come from a variety 
of state and nonstate actors using this technology for a 
variety of purposes. For example, criminals, terrorists, and 
hackers could use fraud or identity theft to gain access to 
networks to seek financial gain or perpetrate terrorist acts. 
This could result in a loss of confidence in those institutions 
that suffer the attack. Digital twins acting autonomously 
on behalf of their human representative or “the ‘person’ 
closest in the chain of causation” could exceed their 
authorities,85 causing a dangerous event to occur, or they 
could commit to or perpetrate an ill-advised or illegal activ-
ity. Through generative AI unsupervised learning, a virtual 
(or synthetic) person could act on erroneous logic and 
cause loss of human life. 

The threat vectors for targeting digital personhood 
technologies include the ICAM, AI, or supporting FIR 
technologies employed in establishing personhood, 
identity management, credentialing, and access manage-
ment. The targets could involve the hardware, software, 
algorithms, protocols, and data used to establish per-
sonhood of a human, create a digital avatar or twin of a 
human to allow that entity to act on a human’s behalf, or 
create a digital nonhuman entity. Each of these person-
hood cases has different policy, legal, ethical, and regula-

tory implications and potentially grant different permis-
sions to the users, be they human or nonhuman entities. 

We assess that, in the future, there will be far more 
reliance on digital means for establishing personhood, 
which will increase the scope, scale, and complexity of 
the interactions. Scope refers to the number of applica-
tions into which digital personhood systems are incorpo-
rated, scale refers to the size of the population affected 
and the speed of the interactions, and complexity refers 
to humans’ ability to understand and evaluate the out-
comes of digitally enabled procedures for establishing 
personhood. These increases in scope, scale, and com-
plexity are also likely to increase the potential attack sur-
face for threat actors. 

The contextual changes associated with widespread 
use of digital personhood also have threat vector impli-
cations. These changes require digital access to be 
all-encompassing and dynamic to allow for managing 
access to the “entitlement level . . . [with] access granted 
on an as-needed or ‘just in time’ basis” and “fueled by 
AI/ML.”86 These threats will be increasingly driven by the 
speed of machine-to-machine interactions inherent in 
Web 3.0, and these interactions will be more frequent. A 
report by the Europol Innovation Lab spurred an obser-
vation at an international convention that, “We are fast 
approaching a ‘tipping point’ when non-human generated 
content will vastly outnumber the amount of human-
generated content.”87 The Europol Innovation Lab has 
assessed that “90 percent of Online Content will be AI-
generated by 2026.”88 This nonhuman-generated content 
will undoubtedly include data on digital personhood for 
use in ICAM applications.

In this new environment, permissions will need to 
be “driven by [constantly adapting] policy—not roles—to 
determine if and when access is granted, to what degree, 
and within what timeframe.”89 This means “enterprises 
need the ability to create a dynamic trust model that 
is context aware, with policy as the blueprint,” all while 
having the ability to “manage and secure their identi-
ties at any speed, at any scale.”90 This new approach 
to identity management and, ultimately, to establishing 
digital personhood should also be robust enough to 
handle nonhuman identities—such as bots, databases, 
and applications that could also achieve digital person-
hood status—and must necessarily leverage AI and ML. 
In short, the very fabric of identity security is undergoing a 
profound transformation and will change the way organi-
zations think about identities.91 

This does not mean that the previous threats have 
been eliminated. Other threats that will need to be man-
aged include insiders that could create insecurities and 
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backdoors in the ICAM systems that could be targeted 
for exploitation. Data from supervised or unsupervised 
learning could be adulterated in the development phase, 
resulting in incorrect training of the frontier models. Early 
releases of digital personhood tools without the appropri-
ate guardrails could result in insecurities in the ICAM sys-
tems. Phishing attacks, malware, and social engineering 
will also remain threats, although digital ICAM capabilities 
and tools could be employed to potentially mitigate them. 

All of this means that constant vigilance will be 
required to address potential threats that target digital 
personhood ICAM systems.

Vulnerability
Continuing with the theme outlined in the “Threat” sec-
tion, the previous vulnerabilities that have confounded 
ICAM, AI, and other FIR technologies—such as cyber 
insecurities and other digital attempts to unlawfully or 
illegitimately establish one’s digital identity—remain. The 
recent National Public Data (NPD) cyberattack provides 
an example of a massive data breach that might have 
compromised the personally identifiable information (PII) 
of up to 2.7 billion people.92 As a DeepAI publication 
states, “[Digital] identity solutions—ID checking, biomet-
rics, self-sovereign identity, and trust networks—all pres-
ent flaws, leaving users vulnerable to exclusion, identity 
loss or theft, and coercion. These flaws may be insur-
mountable because digital identity is a cart pulling the 
horse.”93 It follows that such a large breach as the NPD 
could threaten personhood protections and create dan-
gerous vulnerabilities.

Inherent in this concern is the human element, which 
has proven to be the largest and most intractable source 
of personhood vulnerabilities and remains essential to 
address for mitigating vulnerabilities associated with the 
proliferation of digital insecurities. To this point, the WEF 
found that 95 percent of cybersecurity incidents were 
caused by human error.94 

Although AI can be used to identify vulnerabilities 
for the purpose of patching, the same technology could 
be used by illicit actors or adversaries to identify vulner-
abilities with the intent of penetrating a network. As a 
result, FIR technologies, including generative AI used 
in targeting digital personhood applications, should be 
considered dual-use technology that can be used for licit 
and illicit purposes and has the potential to both decrease 
and increase vulnerabilities. One example is generative 
adversarial networks (GANs), which consist of two neural 
networks: the generator and discriminator. Generators 
“produce realistic fake data from a random seed,” and 

discriminators learn to “distinguish the fake data from 
realistic data.”95 This technology has been employed to 
automate anomaly detection in the financial sector for 
identifying and mitigating fraud, to identify vulnerabilities 
in software to allow for faster patching of the insecurities, 
and as “AI-driven verification tools capable [of] identifying 
and flagging artificially generated content.”96 Research 
has also demonstrated how GANs have been effective 
at targeting individuals based on their social media pres-
ence for social engineering attacks capable of penetrating 
networks: The findings demonstrated that “threat actors 
can enhance the effectiveness of their phishing attacks 
by using AI as a malicious tool.”97 These examples high-
light the tension—some might say the race—between the 
identification of false information to eliminate or mitigate it 
and the dissemination and amplification of false informa-
tion for nefarious purposes.

Other emerging technologies have been identi-
fied as being potentially able to mitigate vulnerabilities. 
Blockchain technology might offer an approach for 
ensuring trust in one’s data by ensuring that “only autho-
rized parties can create or modify data, while anyone 
with the public key can verify its authenticity.”98 This 
issue of data trust has become central to protecting 
information and could generate new positions called 
“digital intermediaries or ‘trust brokers’ who specialize 
in verifying the authenticity of content.”99 Mitigation tech-
niques should also include more-granular approaches, 
such as considering new methods of content modera-
tion for AI-generated content. GANs are being used 
more frequently to identify deepfakes and other adul-
terations of the input data.100 Some have also called for 
such measures as licensing AI models,101 scrutinizing 
algorithmic decisionmaking to avoid biases and techni-
cal errors,102 and pursuing content warnings and water-
marking to highlight AI-generated content.103

Despite several previous congressional bills and 
executive branch policy documents relating to digital 
security and privacy (including cybersecurity, big data, 
and AI), these efforts remain works in progress. Imple-
mentation has been piecemeal and often voluntary  
(e.g., the NIST AI RMF). EO 14110 from October 2023 
seems to be having more impact, directing a variety of 
outcomes that set the tone for AI development and field-
ing that seek to limit the vulnerabilities and the potential 
for adverse consequences.104 For example, the docu-
ment “directs generative AI developers to submit safety 
test results and federal agencies to establish guidelines 
on how they use AI.”105 Despite the promise of the EO, 
it does not “impose red lines against applications of the 
technology that seem to be prone to abuse, such as facial 
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recognition,” which potentially have a role in ICAM.106 The 
article’s author makes a compelling case for the necessity 
of legislation that grants “federal authorities new powers 
and funding to regulate the tech industry.”107 

In a recent article, “a group of prominent academ-
ics and researchers are advocating for a new approach 
to digital ID and online identity in an age when artificial 
intelligence has effectively passed the Turing Test.”108 
The approach argues for development of “person-
hood credentials,” or “digital credentials that empower 
users to demonstrate that they are real people—not 
AIs—to online services, without disclosing any personal 
information.”109 Such an approach could provide benefits 
for the physical humans or real people by creating a one 
person, one credential environment but might not be 
as useful for granting authorized access for corporate 
personhood applications, digital twins, or machine-to-
machine communications. 

In critiquing the personhood credential concept, a 
September 2024 Washington Post article offers alterna-
tive views. One independent researcher is quoted as 
pointing out that “[i]t’s worth asking why the onus should 
be on individuals to prove their humanity rather than on 
the AI companies to prevent their bots from impersonat-
ing humans, as some experts have suggested,”110 and 
that “[a] lot of these schemes are based on the idea that 
society and individuals will have to change their behaviors 
based on the problems introduced by companies stuff-
ing chatbots and large language models into everything 
rather than the companies doing more to release prod-
ucts that are safe.”111 Other concerns mentioned in the 
article are the “possibility of massive data-gathering” and 
that “[i]f artificial intelligence systems can convincingly 
impersonate humans[,] . . . presumably they could also 
hire humans to do their bidding.”112 

Finally, regarding the implications of digital person-
hood, a Lawfare article identifies three risks: “(1) the 
autonomy risk, which has its origin in stand-alone ‘deci-
sions’ taken by the software agents, (2) the association 
risk, which is due to the close cooperation between 
people and software agents, and (3) the network risk that 
occurs when computer systems operate in close integra-
tion with other computer systems.”113 These concerns 
potentially pose the greatest challenges for private law, 
and the article cautions that “a new legal status for auton-
omous digital information systems” should be defined.114 

In defining digital personhood, we identified three 
categories for analysis: the digital ICAM for a physi-
cal human, the use of digital twins that provide a virtual 
model of a physical object (in this case, a human), and 
a virtual (or synthetic) person. For the first category, the 

vulnerabilities reflect traditional approaches to ICAM and 
to legal standing. The challenges are well known and con-
tinue to present concerns and lead to insecurities. For the 
other two categories, however, the digital legal status has 
yet to be adequately defined, and more analysis would 
be useful to better understand the full measure of these 
potential vulnerabilities.115 

Consequence
The consequences of the proliferation of digital person-
hood applications—such as using false information, 
employing data and human resemblances to gain access 
to protected areas and processes, creating digital like-
nesses that portend to represent trusted people and 
messages, and establishing false realities—could under-
mine the foundations of society. 

The consequences could result from the blurring of 
the line between fact and fiction, the inability to assess 
the veracity of the digital information that is being gen-
erated, and the increase in content being generated 
by nonhuman entities (perhaps by NBIs, should AGI 
become a reality). We further assess that the conse-
quences associated with digital personhood use cases 
will be affected by the scope, scale, and complexity 
of the applications that are employed. We also assess 
that the Web 3.0 changes could mean orders of mag-
nitude more attacks, with greater precision in targeting 
ICAM and digital personhood systems. For example, the 
Europol Innovation Lab assessment that “90 percent of 
online content will be AI-generated by 2026” will likely 
increase the potential for attacks against digital person-
hood applications, including ICAM.116 

The WEF assesses these effects as AI potentially 
“amplifying manipulated and distorted information that 
could destabilize societies,”117 including for use in target-
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ing digital personhood-related activities. In its 2024 Global 
Risks Report, the WEF warns about the dangers of the 
“widespread adoption of generative AI to produce . . . syn-
thetic content” that includes “deepfake videos, voice clon-
ing and the production of counterfeit websites.”118 Similarly, 
the United Nations Development Programme warns of 
information pollution that is “affecting the citizens’ capac-
ity to make informed decisions,”119 which could also affect 
digital personhood by employing false ICAM information, 
introducing biases, and causing a loss of trust.

Industry also warns of the increasing potential for 
intrusions into digital personhood applications. A Deloitte 
report highlights that these growing adverse conse-
quences are because “access to sophisticated tools that 
employ machine learning, automated software bots, and 
natural language generation makes it easier for people 
with limited technical skills to create and spread manipu-
lated information at scale.”120 This democratization (global 
spread) and deskilling (less skills required) of tools for 
generating false information and digital personhood deep-
fakes portend the increased frequency of penetrations 
by malicious actors, such as “nation-states, organized 
crime groups, companies, and even disgruntled cus-
tomers,” according to the Deloitte report.121 In captur-
ing potential consequences, the report lists “brand and 
reputational damage[,] . . . loss of public trust in organiza-
tions[,] . . . financial losses[,] . . . [and] difficulty identifying 
the individual or groups responsible.”122 

The consequences pertain differently to the three 
forms of digital personhood: (1) the digital proof of the 
existence of and representation for a physical human,  
(2) the use of digital twins that provide a virtual model of 
a physical object (in this case, a human), and (3) a virtual 
(or synthetic) person. It is useful to look specifically at 
each of the forms in considering the consequences. In 
conducting this assessment, we note that it is likely that 
the ICAM, AI, and supporting FIR technologies will likely 
increase significantly over the next decade; however, we 

do not anticipate that full AGI will be achieved during this 
time frame. 

For targeting against the digital proof of the existence 
of and representation for a physical human, the scope, 
scale, and complexity of the FIR technologies will likely 
lead to a larger number of successful attacks in which 
penetrations will occur, human identities will be stolen 
or hijacked, and adverse consequences from illicit uses 
of a human’s personhood will likely occur. The speed of 
Web 3.0 will also likely lead to more-effective attacks at a 
greatly reduced cost to the attacker. Social engineering 
attacks (such as phishing, spear phishing, baiting, and 
tailgating) are also likely to become more sophisticated, 
and the seam between the digitally enabled attacks 
and the human targets will become more challenging to 
defend. In turn, we assess that ICAM technologies will 
become more layered, making them more challenging 
to penetrate. However, we also expect continued persis-
tence and innovation in the nature of the attacks, leading 
to a real-time competition to defend digital identities—
today’s efforts to prevent cyberattacks provides a useful 
analogy. Minimizing the cost of the intrusion in terms 
of loss of data, systems, dollars, property, and identity, 
for example, will be a necessary strategy to mitigate the 
effects of these attacks and penetrations. 

Regarding the use of digital twins that provide a 
virtual model of a human, similarities exist with the physi-
cal human case with some important exceptions. Digital 
twins that act as virtual representatives authorized by their 
human twin would still be subjected to the same types 
of attacks intended to steal identities or gain unauthor-
ized entry. However, limiting the legal authorities of the 
digital twin and ensuring that guardrails exist to prevent 
the digital twin from changing or exceeding those human-
directed authorities would be essential in ensuring human 
agency in the use of a person’s identity. To address this 
issue, mitigations, such as limiting the scope and duration 
of the activities in which the digital twin could represent 
the human twin, could be employed. Another concern 
would be the creation of a digital twin that does not rep-
resent the human twin—that is, it was created without 
the knowledge of the human twin. In this case, the digital 
twin could be acting on behalf of a third party for illicit or 
nefarious purposes. Such a rogue digital twin—one that 
has either exceeded its human-specified authority or 
been created by a third party (either a human or AI deep-
fake)—could create legal, ethical, or regulatory issues 
and lead to such questions as who is legally responsible 
for adverse outcomes by a digital twin. Regaining one’s 
digital identity would likely prove challenging in such a 
scenario. Again, borrowing from a cybersecurity analogy, 
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identities might need to be untangled and rebuilt in the 
same way this is done by companies seeking to recover 
from a ransomware attack.  

The third case of digital personhood, in which a 
virtual (or synthetic) person has been created using 
ICAM, AI, and FIR technologies, poses potentially cata-
strophic outcomes depending on the scope, scale, and 
complexity of the scenarios. As the technologies mature 
throughout the ten-year study horizon, we assess that 
the capabilities and tools will become more readily avail-
able and more advanced, and they will be deployed more 
frequently for a variety of licit and illicit purposes. They will 
present a risk to ICAM systems that seek to protect digital 
systems. 

One of the major areas of concern are legal rem-
edies for addressing legal, ethical, or regulatory concerns 
regarding digital personhood. The courts will need to 
establish precedent for which principles or rules are 
established based on cases involving identical or similar 
facts and issues.123 In the meantime, the ICAM, AI, and 
FIR technologies continue to be developed, and the 
debates continue about policies, laws, ethics, and regula-
tions surrounding digital personhood issues. These are 
very complex issues—as one expert questioned, “Who 
is the agent with regard to a particular action: AI or its 
designer, coder, licensor, or licensee?”124 And what if 
either a human or digital AI-enabled entity modifies the 
code—who would be responsible? The answers to these 
questions become even less certain in the case of corpo-
rate personhood.125

Judging from experiences with cybersecurity and 
early generative AI, we assess that the digital personhood 
capabilities (ICAM, AI, and FIR technologies) are likely to 
conform to the cycle of development, deployment, iden-
tification of shortcomings and other areas of potential 
uses, and rapid updating of AI systems. Although the 
assessments are often mixed, we assess that attackers 
are likely to retain an advantage over defenders, at least in 
the short term. As BlackBerry assesses, 

While AI has the potential to help both attackers 

and defenders in the short term, threat actors may 

have an advantage, as they can quickly adopt new 

techniques without worrying about production 

readiness. However, over the long run, AI will likely 

equalize capabilities as defenders gain more con-

text and build robust detection systems.126 

The Cyentia Institute also assesses that the attacker-
defender balance of power changes over time, with the 
attacker having the initial momentum, the defender gain-
ing the advantage as vulnerabilities are discovered and 

addressed, and, finally, the defenders losing momentum 
over time.127 Sophos News summarizes the competition 
as follows: “Slowed by multiple headwinds, defenders are 
falling behind while adversaries continue to accelerate. 
Organizations need to speed up the defender flywheel to 
enable them to pull ahead.”128 

Although there is hope on the horizon that ICAM, 
AI, and FIR technologies might be able to reverse these 
trends, Forbes ominously summarizes the landscape, 
stating, “The year 2023 saw a notable increase in 
cyberattacks, resulting in more than 343 million victims. 
Between 2021 and 2023, data breaches rose by 72 per-
cent, surpassing the previous record.”129 With such a dire 
record related to cyberattacks, it is hard to project a rosy 
picture regarding digital personhood protections.

Finally, estimating consequences remains challeng-
ing because many insecurities are underreported.130 
ICAM capabilities and tools are moving from the current 
technologies that rely on documents and passwords 
with augmentation from biometrics, hardware tokens, 
and multi-factor authentication through next-generation 
technologies such as behavioral biometrics, mobile 
authentication, and zero-trust architecture.131 When the 
emerging ICAM technology that is projected to bring 
“full digital government” in 2028 and “quantum comput-
ing and the encryption apocalypse” in 2030 actually 
arrives,132 it is likely that ICAM insecurities and the overall 
consequences of attacks against ICAM systems can be 
reduced. 

Emerging Technology Risk Assessment
Digital personhood capabilities and tools for ICAM, AI, 
and other FIR technologies will continue to become more 
readily available; have greater capabilities with a reduced 
cost to obtain and use the technology; and have few 
policy, legal, ethical, and regulatory impediments. As a 
result, we assess that the TAV, which is already high, will 
present increasing challenges throughout the ten-year 
period under consideration. 

Regarding the threat landscape, we assess that the 
continued democratization and deskilling of the technol-
ogy will mean significant proliferation to a wider array of 
actors seeking to use the personhood-related technolo-
gies for illicit or nefarious purposes. The greater reliance on 
Web 3.0 capabilities means that NBIs approaching AGI or 
having achieved AGI in a narrow subfield (e.g., Contextua-
lAI, which we identified previously as having demonstrated 
AGI-like capacity in handwriting analysis, speech recog-
nition, image recognition, reading comprehension, and 
language understanding) would likely increase the scope, 
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scale, and complexity of any illicit or nefarious actors seek-
ing to employ personhood credentials. 

The likely increase in threats is, in turn, likely to con-
tribute to a corresponding increase in vulnerability and 
consequences. It is noteworthy that optimal use of false 
information is not required to be successful. Less-than-
perfect deepfakes could still achieve the intended effect 
of allowing penetration of ICAM systems. As FIR technolo-
gies continue to mature and are allowed to operate with 
greater autonomy in the cyber and physical domains, 
human control will diminish in the ICAM systems, and 
digital transactions will occur even faster, far exceeding 
human capacities to prevent, mitigate, and respond to 
ICAM issues (e.g., penetrations, insecurities, and attacks) 
that might arise. As a result, we assess that FIR technolo-
gies will continue to be incorporated for preventing illicit 
access, identifying system vulnerabilities, and reduc-
ing the consequences of activity that could jeopardize 
personhood-controlled data and systems. 

The goal would be to assist in preventing, mitigat-
ing, and responding to these insecurities in real time. 
In making this assessment, we note that this will be a 
competition in which FIR technologies will be employed 
by threat actors (including NBIs acting autonomously) to 
target ICAM systems while these ICAM systems (which 
include the data, networks, processes, organizations, and 
workforce) will be seeking to halt penetrations of their sys-
tems. The use of GANs that have two neural networks—
the generator and discriminator, which produce realistic 
fake data and learn to identify fake data, respectively—
provides an example of one way in which this competition 
will be waged.  

Despite these approaches, we find it highly unlikely 
that the current and future threats, vulnerabilities, and 
adverse consequences can be addressed to prevent, 
mitigate, and respond to all envisioned R

S. Even once 
the next-generation ICAM technologies are augmented 

with behavioral biometrics, mobile authentication, and 
zero-trust architecture133—or when full digital govern-
ment and quantum computing IAM have been inte-
grated134—achieving such a definitive outcome is likely 
not realistic. 

As a result, we assess that the overall risk regarding 
personhood protection and the associated FIR-related 
technologies will continue to be challenging because 
indicators in the four areas—TAV, threats, vulnerabili-
ties, and consequences—are trending toward creating 
greater risks. Generally, we assess that preparedness, 
response, and mitigations should continue to be devel-
oped to lower the RS. Additionally, the activities should 
consider the ICAM, AI, and FIR technologies because 
they would affect ICAM outcomes. As an example, cyber 
and big data insecurities have the potential to put ICAM 
security at risk.

Table 2 provides our risk assessment of digital per-
sonhood applications. But regardless of the measures 
taken, a constant battle to prevent, respond to, and miti-
gate concerns to ensure ICAM integrity will need to be 
waged. 

U.S. Department of Homeland 
Security Equities
DHS relies on ICAM applications for satisfying most of 
its core functions. The technologies support credential-
ling within the largest law enforcement department in 
the United States. ICAM technologies support granting 
access to key information for DHS stakeholders across 
the department; in the state, local, tribal, and territorial 
(SLTT) Public Safety Community; and in critical infrastruc-
ture sectors. ICAM also serves as a vetting mechanism 
for DHS when interfacing with the private sector and 
helps establish the identities of members of the traveling 

TABLE 2

Technology Risk Assessment for Digital Personhood 

Scenario

Emerging Technology Assessment

TAV Average Threat Vulnerability Consequence Average

Short term 
(up to three years)

4.4 5 4.5 5 4.7

Medium term 
(three to five years) 

4.6 5 4.5 5 4.8

Long term 
(five to ten years)

4.9 5 4.5 5 4.9

NOTE: The emerging technology risk assessment scale is 0 to <2 = low impact or not likely feasible, 2 to <4 = moderate impact or possible, and  
4 to 5 = high impact or likely feasible.
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public (i.e., when DHS employees at ports of entry exam-
ine travelers’ credentials to establish their identities as a 
precondition for entry). 

Vast troves of PII are routinely accessed by the 
department for various ICAM functions as well. These 
functions all depend on an information-sharing system 
that involves identity proofing, multi-factor authentica-
tions, attributes, and access management.135 Breaching 
of these systems has the potential to threaten the core 
functions of the department and potentially to result in 
catastrophic outcomes. For example, such a breach can 
halt airline flights, as could a misidentification of a person. 
Similarly, these situations can halt or delay recovery pay-
ments following a disaster.

Since the creation of DHS with the Homeland Security 
Act of 2002, the use of digital ICAM, and now digital per-
sonhood, has undergone a transformation. Today, most 
of the department’s missions and functions can be done 
digitally; in the future, nearly all missions and functions will 
rely on digital personhood for identity, credentialing, and 
access management. We anticipate that the use of these 
systems will increase, given the move to the  
Web 3.0 architecture that will incorporate digital ICAM sys-
tems that allow for machine-to-machine authentication. 

At the same time, there has been a corresponding 
increase globally and across the United States regard-
ing insecurities associated with the digital age. Cyber-
security attacks have increased, and data breaches 
are increasingly compromising the PII of large numbers 
of Americans. The IoT creates security and privacy 
concerns, and deepfakes blur the lines between fact 
and fiction. The increasing pace of these changes and 
growing use of ICAM, AI, and FIR technologies show no 
sign of abating. Finally, we assess that these trends will 
continue and lead to increasing challenges for DHS. The 
implementation of policy, legal, ethical, and regulatory 
guardrails has been slow.

DHS has an important role to play—as do a wide 
array of interagency, international, and SLTT partners 
and the private sector—in addressing the types of risks 
and scenarios that digital personhood poses across the 
ICAM space. Early consideration of the issues, prior to the 
fielding of ICAM, AI, and FIR capabilities and tools would 
be a better strategy than waiting to do so until after the 
technologies are deployed at scale and the ills are being 
discovered. An important step would be to incorporate 
“security by design” into ICAM and digital personhood 
systems.136 Another issue that must be addressed is 
determining the legal standing of the various digital per-
sonhood cases—particularly for the use of digital twins 

that provide a virtual model of a physical object (in this 
case, a human) and as a virtual (or synthetic) person. 

Issues related to policies, regulations, standards, 
norms, and ethics that are associated with digital per-
sonhood also require addressing. A thorny example that 
some are already discussing is voting. As mentioned 
earlier, humans could use digital personhood ICAM 
technology to represent themselves for voting, but what 
about giving voting rights to synthetic persons? Although 
the issue has been raised, critics have expressed little 
enthusiasm for the idea, with one cautioning that doing so 
“would render humans’ votes meaningless.”137 Still, these 
are issues that relate to and affect DHS missions and 
equities and therefore require consideration. 

Conclusions
Digital personhood applications continue to proliferate as 
the technologies that facilitate their development mature 
and new uses are discovered. It should be expected that 
both these trends will continue and that the technology 
will be used for both licit and illicit purposes. Key tech-
nologies fueling the digital personhood trends include 
generative AI, high-performance computing, advanced 
semiconductor development and manufacturing, robot-
ics, machine learning, natural language processing, and 
the growth of the internet and the IoT. Although none of 
these technologies have likely reached their full maturity, 
they are already widely in use and provide users with 
capabilities and tools to challenge digital personhood 
ICAM systems using, for example, deepfakes, false infor-
mation, and AI-based social engineering. 

Furthermore, it is noteworthy that each of these 
technologies has potential risks that need to be consid-
ered, and their cumulative risks will also be inherent in 
digital personhood applications. The use of the technol-
ogy for generating false information and deepfakes can 
be expected to expand, and addressing these malicious 
uses will require constant vigilance. 

Preventing, mitigating, and responding to these risks 
thus require considering the threats, vulnerabilities, and 
consequences associated with the individual technologies 
and within the integrated digital personhood applications. 
Although today’s state-of-the art technologies will con-
tinue to mature, evolve, and even transform, they already 
have reached a level of maturity at which the results—
false information and deepfakes—confound efforts to 
identify and prevent ICAM system intrusions. Today, many 
of these intrusions are based on human-generated social 
engineering hacks to gain access; in the future, a growing 
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percentage of the intrusions will likely come via machines 
or NBIs. 

All of this is occurring in a competitive environment in 
which humankind seeks to define appropriate behaviors 
and set up guardrails for digital personhood applications 
and for NBIs. Recent government documents have been 
important in this regard but are not sufficient. Follow-

through on implementation will be key to ensuring that 
adequate guardrails and protections are in place. These 
measures include defining the legal authorities and liabili-
ties for the various uses of digital personhood.

Figure 2 provides a final digital personhood risk 
assessment. 

FIGURE 2
Risk Assessment for Digital Personhood

Short term (up to 3 years)

Medium term (3–5 years)

Long term (5–10 years)

NOTE: The emerging technology risk assessment scale: 0 to <2 = low impact or not likely feasible, 2 to <4 = moderate impact or possible, 
and 4 to 5 = high impact or likely feasible. 
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ABBREVIATIONS

AGI artificial general intelligence
AI artificial intelligence
DHS U.S. Department of Homeland Security
EO Executive Order
FIR Fourth Industrial Revolution
GAN generative adversarial network
IAM identity and access management 
ICAM identity, credential, and access management
IMT identity management technology
IoT Internet of Things
ML machine learning
NBI nonbiological intelligence
NIST National Institute of Standards and Technology
PII personally identifiable information
R&D research and development
RMF Risk Management Framework
RS risks and scenarios
TAV technology availability
WEF World Economic Forum
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